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Abstract 

Early detection of voice disorders significantly enhances diagnostic accuracy and treatment outcomes. 

The objective of this paper is to emphasize the existing lack of evidence regarding the clinical application 

of artificial intelligence (AI) in verbal communication disorders. A literature search conducted through 

the Royal Society of Medicine, UK, on AI and voice disorders identified 24 AI-related articles, with Park-

inson's Disease being the most frequently studied condition. However, only a limited number of AI appli-

cations provided clinically useful results. The underlying challenges pertain to data measurement, data 

detection, software training and testing, and inadequate specificity, sensitivity, and accuracy. The neces-

sity of clinically validated AI models is crucial, also in addressing neurological and genetic disorders, 

which affect 6% and 15% of the population, respectively, aside from primary laryngeal disorders. Trans-

parent AI software is essential for future applications in foundational software models. 

Introduction 

Significant progress has been made in the diagnos-

tics of voice disorders. The role of artificial intelli-

gence (AI) encompasses endoscopic imaging as 

well as other measurement modalities. To date, AI 

has not been clinically implemented in any of these 

domains. The models have not been adapted to ran-

domized, prospective, double-blinded clinical tri-

als. A high-speed imaging setup revealed that only 

half of the images obtained in a clinical setting 

were suitable for AI analysis [1]. AI-assisted laryn-

geal endoscopy remains at the conceptual stage [2]. 

 

Voice evaluation is inherently complex. A recent 

presentation at a joint conference of the European 

Laryngological Society, the Union of European 

Phoniatricians, and the European Academy of Pho-

niatrics discussed key aspects that should be con-

sidered in AI-based voice evaluation [3]. Despite 

an updated consensus in 2023 [4], AI applications 

were not addressed. Established evaluation meth-

ods such as the Voice Handicap Index (VHI) [5], 

its modified short version, and the singer-specific 

VHI remain crucial [6]. While AI has the potential 

to analyze these test results, its implementation in 

clinical practice has not yet occurred but is current-

ly under development. Airflow-related voice meas-

urements, such as maximum phonation time 



(MPT), are fundamental tools in voice pathology 

that require further AI development [7]. Addition-

ally, expert evaluations of voice remain essential, 

although AI applications, such as those involving 

the GRBAS test, have yet to produce clinically via-

ble results due to challenges related to dataset qual-

ity and accuracy [8]. 

 

To explore the application of AI in the analysis of 

acoustical parameters in verbal communication, a 

review of the past decade (2013-2023) was con-

ducted using the Royal Society of Medicine (RSM) 

library, which identified 54 AI-related studies on 

Parkinson's Disease. A focused search on Parkin-

son's Disease and voice disorders revealed 98 rele-

vant studies, 24 of which included AI applications, 

with 20 including reviews, published in the last 

five years, demonstrating a rapid increase in re-

search activity[9]. However, these studies primari-

ly focused on disease classification rather than 

treatment efficacy. 

 

The aim of this study is to highlight the limitations 

of current AI studies to achieve more transparent 

and clinically applicable results in the future. 

These findings have broader implications for other 

voice-related disorders. The analysis presents criti-

cal perspectives on voice-related assessments, par-

ticularly in comparison to other biological parame-

ters such as genetic regulation of voice function. 

 

Methods: Insufficiency of Studies 

Table 1 provides an overview of various challenges 

associated with voice-related acoustical datasets, 

including measurement parameters, dataset size, 

and insufficient demographic information (e.g., 

age, gender, and socio-economic status). 

 

Table 1. The most obvious problems in the re-

ferred voice-related acoustical datasets 

Issues related to data detection arise primarily from 

the lack of detailed software descriptions. Factors 

such as microphone placement, noise parameters, 

and feature extraction methods, which are the pro-

cess of identifying and deriving meaningful acous-

tical measurements from raw audio signals, using 

AI, for analysis, classification, or further pro-

cessing significantly impact measurement reliabil-

ity. Which differs from traditional acoustical voice 

measurements without the use of AI. Table 2 out-

lines the primary challenges associated with data 

detection. 

 

Table 2. Challenges Associated with Data Detec-

tion. 

 

Key AI-related performance metrics, including 

sensitivity, specificity, and accuracy, are often in-

adequately reported. Furthermore, the rationale for 

selecting specific AI models is frequently absent. 

Table 3 summarizes these challenges. 

 

Table 3. Software Description and Evaluation 

Metrics. 

Category Problems Identified 

Usability Sufficient dataset size, Sample dura-
tion 

Precision Measurement recordings 

Content Articulated vowels, Spoken sentences 

Population Age, gender, race, socio-economic 
status, and other disorders 

Disorder Char-
acteristics 

Other characteristics of the disorder in 
question 

Category Challenges Identified 

Microphone 
Placement 

Distance of microphone 

Noise Factors Environmental noise, System noise, 
Background noise, Room acoustics 

Measurement 
Parameters 

Frequency area measurement 

Feature     
Extraction 

Signal processing techniques, Feature 
selection methods 
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Results of Analysis of the AI-Related Studies 

Analysis of the 24 reviewed studies revealed significant deficiencies in dataset descriptions and method-

ological transparency, as exemplified in Tables 4, 5, and 6. 

 

Table 4. Acoustical Datasets 

 

Table 5 shows that only some articles partially address a given problem or touch on it indirectly, making 

it unclear whether they should definitively count toward the total. 

 

 

Evaluation Criteria Measurement Description 

Sensitivity (recall) Ability to correctly identify positive cases (True Positive Rate). 

Specificity Ability to correctly identify negative cases (True Negative Rate). 

Accuracy Overall correctness of the model. 

Cross-Validation Validation technique (e.g., k-fold, leave-one-out) to assess performance. 

Training Setup Dataset split ratio, preprocessing methods, feature selection. 

Testing Setup Evaluation metrics, unseen data performance, generalization ability. 

AI Model Choice & Description Justification of model selection, architecture, and application suitability. 

Category Problems Identified Articles That Pro-
vide Data 

Articles That Do Not 
Provide Data 

Reason for Missing Data 

Usability Insufficient dataset size 
was explicitly noted in 6 
articles. Sample duration 
inconsistencies were 
mentioned in 4 articles, 
highlighting variability 
in recording lengths. 

6 articles 12-13 articles Articles may focus on 
model performance or 
feature analysis without 
discussing dataset size or 
duration inconsistencies. 

Precision Variability in measure-
ment protocols was 
identified in 5 articles, 
focusing on inconsistent 
quality and lack of 
standardization. Subjec-
tive assessments inte-
grated with objective 
measures in 3 articles. 

5 articles 13-14 articles Many articles assume 
standardized datasets or 
do not detail measure-
ment protocols explicitly. 

Content Limited diversity in 
vocal tasks was reported 
in 7 articles; most da-
tasets included only 
basic phonemes like /
a/, /o/, /u/ or simple 
phrases. 

7 articles 11-12 articles Studies may focus on 
specific phonemes or a 
single type of vocal task, 
ignoring the diversity of 
speech content. 

Population Underrepresentation of 
demographic groups was 
noted in 4 articles. Insuf-
ficient age diversity was 
noted in 5 articles. Lack 
of consideration for co-
occurring disorders in 3 
articles. 

4–5 articles 13–15 articles Articles often do not ad-
dress demographic diver-
sity or co-occurring disor-
ders, focusing on the 
primary disorder (PD). 

Disorder Characteris-
tics 

Limited characterization 
of specific vocal impair-
ments was mentioned in 
6 articles, including 
tremor, monotone voice, 
and pitch irregularities. 
Lack of integration with 
neuropsychological 
assessments in 3 articles. 

6 articles 12-13 articles Some studies focus purely 
on classification accuracy 
without delving into dis-
order-specific vocal im-
pairments. 

AJMCRR, 2025                                                                                                                                                            Volume 4 | Issue 2 | 3 of 8 



Table 5. Challenges in Acoustic Data Processing.  

Table 5 shows that only a few papers have well-defined features. 

 

Table 6. Evaluation Metrics and Experimental Frameworks for Parkinson’s Disease Detection Models. 

Category Challenges Identi-
fied 

Articles That Pro-
vide Data 

Articles That Do Not 
Provide Data 

Reason for Missing Data 

Microphone Place-
ment 

Distance of the mi-
crophone was identi-
fied as a challenge, 
impacting recording 
quality and con-
sistency. 

5 articles 14 articles Many articles assume ideal 
recording conditions or 
focus on software pro-
cessing without detailing 
placement issues. 

Noise Factors Environmental noise 
variability noted in 6 
articles. System 
noise reported in 4 
articles. Background 
noise and room 
acoustics noted in 5 
articles. 

6 articles 12-13 articles Articles often assume noise-
free environments or do not 
evaluate noise impact ex-
plicitly. 

Measurement Parame-
ters 

Frequency area 
measurement incon-
sistencies discussed, 
focusing on frequen-
cy resolution and 
range limitations. 

4 articles 14-15 articles Many studies do not report 
detailed frequency analysis, 
focusing on simpler feature 
extraction methods. 

Feature Extraction Challenges in signal 
processing noted in 
7 articles, particular-
ly for non-linear or 
dynamic features. 
Feature selection 
challenges reported 
in 5 articles. 

7 articles 11-12 articles Some articles focus on algo-
rithm testing or dataset crea-
tion without detailing fea-
ture extraction. 

Evaluation Criteria Articles That Provide 
Data 

Articles That Do Not 
Provide Data 

Measurement Description 

Sensitivity (recall) 7 articles 11-12 articles Sensitivity ranged from 73% to 95%. Specifically: 73–
80%: 2 articles; 81–90%: 3 articles; 91–95%: 2 articles. 
Higher values were associated with well-defined 
datasets and robust feature engineering. 

Specificity 7 articles 11-12 articles Specificity ranged from 60% to 96%. Specifically: 60–
70%: 2 articles; 71–85%: 3 articles; 86–96%: 2 articles. 
Variability was influenced by dataset imbalance and 
the inclusion of healthy controls. 

Accuracy 6 articles 12-13 articles Accuracy ranged between 84% and 96%. Specifically: 
84–89%: 3 articles; 90–96%: 3 articles. Higher accura-
cies were often observed in ensemble models or those 
using optimized feature sets. 

Cross-Validation 8 articles 10-11 articles Common validation techniques included 10-fold cross-
validation (used in 5 articles), and leave-one-out valida-
tion (used in 3 articles). The use of robust cross-
validation methods mitigated overfitting risks. 

Training Setup 7 articles 11-12 articles An 80:20 split for training and testing was most common 
(reported in 4 articles), while feature selection methods 
such as PCA were employed in 3 articles. 

Testing Setup 6 articles 12-13 articles Evaluation metrics included F1-scores: 0.75–0.79: 2 
articles; 0.80–0.89: 3 articles. AUC values ranged be-
tween 85–90% in well-tuned models, reported in 4 arti-
cles. 

AI Model Choice & 
Description 

7 articles 11-12 articles Popular models included SVM (used in 4 articles), CNN 
(used in 3 articles), and AdaBoost (used in 2 articles). 
Novel architectures like p-CRNN were mentioned in 1 
article. 
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Table 6 shows that there is not an adequate number 

of papers that provide specific numbers for evalua-

tion metrics clinics. 

The lack of clinically relevant outcomes under-

scores the need for improved AI models tailored to 

voice-related disorders. 

 

Results of Voice-Related Measurements in 

Parkinson’s Disease and Genetics 

Table 7 presents frequency calculations of various 

voice-related disorders. Software applications have 

been used to assess neurological disorders; howev-

er, clinical utility remains limited. Similarly, only a 

small fraction of genetic disorder studies have in-

corporated AI methodologies in the past five years. 

 

Table 7. The Calculation of the Frequency of 

Some Voice-Related Disorders [3]. 

K = thousand, M = million people. 

 

Software is used in tests of neurological disorders, 

but not with clinical consequences, meaning no 

observed clinical impact. This is also the case for 

genetic disorders where during the last 5 years in a 

search of RSM only 5 out of  61 voice-related stud-

ies found, had an AI-related implication. There is a 

good argument for the preliminary results of the AI 

studies. It is that measurement of voice-related pa-

rameters as such is a new area in many areas of 

disorders. In Table 8 the measured data are pre-

sented with the fundamental frequency as the para-

mount one. In many of the papers, it is noted that 

this was the first time voice-related parameters 

were used for the genetic syndrome. 

 

Table 8. Frequency of Voice-Related Parameters 

in Papers on Genetics in the Last 5 Years. 

Table 8 shows that machine learning is only used 

in 5 cases.  

 

Regarding Parkinson's Disease, among the 98 stud-

ies conducted between 2013-2023, several focused 

on non-AI-based voice assessments, as summa-

rized in Table 9. Common voice parameters such 

as fundamental frequency, jitter, shimmer, and har-

monics-to-noise ratio were frequently used, along 

with subjective assessments such as the Voice 

Handicap Index and the GRBAS test. Although 

endoscopic evaluations were occasionally utilized, 

no studies integrated computerized image analysis 

with voice measurements. 

Individuals: 
1 Dysphagia: 4% of the adult population 
2 Dysphonia: 3-9% of the adult population 

Patients: 
3 Parkinson's Disease: 80% 
4 Alzheimer's Disease: 84-93% 
5 Head &Neck oncology: +/- 40% 

Country Popula-
tion 

# 
Adults 
(25-
65j) 

Dyspha-
gia (4%) 

Dyspho-
nia (3-
9%) 

Belgium 11,6M 52% 240K 217K 

The Neth-
erlands 

17,5M 52% 364K 328K 

Germany 83M 53% 1,80M 1,5M 

United-
States 

332M 65% 8,6M 6,2M 

Region Popula-
tion 

Parkin-
son's 
Disease 

Alzhei-
mer's  
Disease 

H&N 
oncolo-
gy 

Europe 746M 1,2M 9,7M 450K 

United-
States 

332M 1M 6,2M 66K 

Assessment Method/
Feature 

Number of Articles Re-
porting 

VHI (Voice Handicap 
Index) 

6 

GRBAS (Listeners Test) 10 

F0 (Fundamental Fre-
quencies) 

20 

Jitter, shimmer 8 

HNR/NHR (Harmonics to 
Nois Ratio/Noise to Har-
monics Ratio) 

6 

MPT (Maximum Phona-
tion Time) 

6 

ML (Machine Learning) 5 
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Table 9. Non-AI papers [3]. 

Table 9 shows the amount of non-AI paper 

measures. 

 

Discussion and Conclusion 

This paper discusses the risk factors associated with 

artificial intelligence applications for various voice 

parameters. We have highlighted how these param-

eters are utilized in clinical settings, as, to date, 

voice parameters—referred to as features in artifi-

cial intelligence research—have yet to be adopted 

for clinical use. 

 

The tables presented in this article provide a com-

prehensive overview of the challenges and ad-

vancements in applying artificial intelligence to 

voice-related disorders. 

 

Table 1 highlights key issues in voice-related 

acoustic datasets, including insufficient dataset 

size, demographic representation, and content di-

versity. Table 2 explores the technical challenges of 

data detection, such as microphone placement, 

noise factors, and feature extraction techniques, 

which underscore the need for standardized data 

collection methodologies. Table 3 focuses on eval-

uation metrics and experimental frameworks, point-

ing out frequent inconsistencies in sensitivity, spec-

ificity, accuracy, and training/testing setups across 

studies. 

 

Table 4 expands on the challenges in acoustic da-

tasets, quantifying the number of articles address-

ing or neglecting specific issues, and providing val-

uable insight into the gaps in the literature. Table 5 

continues this focus by detailing the challenges in 

acoustic data processing, including variability in 

noise and measurement parameters, as well as the 

lack of standardized feature extraction. Table 6 of-

fers a quantitative breakdown of AI-related perfor-

mance metrics, showing disparities in sensitivity, 

specificity, and accuracy reporting, and highlight-

ing the limitations in clinical applicability. 

 

Table 7 presents calculations of the frequency of 

some voice-related disorders across populations, 

offering a broader epidemiological context for the 

clinical significance of voice analysis. Table 8 ex-

amines the frequency of voice-related parameters in 

genetics-focused studies, emphasizing the limited 

integration of machine learning approaches. Lastly, 

Table 9 outlines non-AI-based voice assessment 

Parameters Total 

No Patient (cases) 7561 (23 without no.) 

Prospective 25 

Randomized 5 
(Case) Controls 1513 
Retrospective 6 
HNR 23 
SNR (Signal to Noise 
Ratio) 8 

F0 (+stnd. dv.) 40 

Intensity 24 

MPT 14 

JITTER APS/% 29 

SHIMMER APS/% 23 

Spectrum, LTAS (Long 
Term Average Spec-
trum) 9 

CEPSTRUM analysis 5 
VRP (Voice Range 
Profile) 4 

Telephone calls 3 

Praat (Software) 13 

VHI 25 

GRBAS 10 

Deep Brain Surgery 7 

AI 4 

Deep Learning 9 

Laryngoscopy 6 

AJMCRR, 2025                                                                                                                                                            Volume 4 | Issue 2 | 6 of 8 



methods used in Parkinson’s Disease studies, 

showcasing the reliance on traditional voice param-

eters like jitter, shimmer, and harmonics-to-noise 

ratio, alongside subjective evaluations like the 

Voice Handicap Index and GRBAS. 

 

A Meta-analysis revealed that several voice param-

eters including jitter, shimmer, and fundamental 

frequency variation presented significant deviation 

from healthy controls. Significant variations of F0, 

MPT, HNR, were observed but with high heteroge-

neity between the studies [10].  

 

AI holds substantial potential for the screening and 

assessment of voice disorders; however, significant 

challenges remain in terms of dataset quality, soft-

ware transparency, and clinical validation. Future 

research should prioritize the establishment of 

standardized protocols to enhance the clinical ap-

plicability of AI in voice disorder diagnosis and 

treatment. 
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